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1 INTRODUCTION

The average consumer in the United States spends 17% of their total annual expenditures on
transportation, of which roughly one fifth—3.2% of total spending or $2,449 per year—goes towards
gasoline (Bernard 2024). For lowest-income households, the share of consumption spent on gasoline
is much higher and amounts to 18 per cent of their income (Vaidyanathan 2021).

Meanwhile, the retail price of gasoline is highly volatile, much more than those of other consumption
goods. Especially in a car-dependent society like the US, changes in gasoline prices are heavily
influencing the affluence of many individuals. Therefore, gasoline price forecasts are relevant for,
but not limited to, consumers. Baumeister et al. (2017) list several other areas of the economy where
gasoline prices play an important role, e.g. home prices, inflation expectations, vehicle purchase
decisions, and the revenue of taxes on gasoline.

This puts the forecasting of gasoline prices in the spotlight as a means to facilitate consumption,
central bank and economic modeling decisions. Nonetheless, forecasting gasoline prices is no easy
task due to low predictability and dependency on many national and global conditions and variables.

Therefore, this paper attempts to forecast the inflation rate of the US retail price of gasoline for the
month of October 2014. In the process, several time series models are evaluated in regard to their
forecasting ability.

The remainder of this paper is organized as follows. Section 2 provides a descriptive analysis of the
dataset and outlines our identification strategy for both univariate and bivariate models. Building
on this framework, Section 3 details the model selection process, justifying the specific candidate
specifications chosen for our analysis. Finally, in Section 4 we conduct the forecast based on the
two models we consider best-performing. Section 5 concludes.

2 METHODOLOGY AND DATA DIAGNOSTICS

Before specifying our models, we explore the time-series properties of gaspriceinflation. Visual
inspection of Figure 1 suggests that the series is mean-reverting, a characteristic typical of com-
modity inflation rates. This is statistically confirmed by the Augmented Dickey-Fuller (ADF) tests
in Table 1, which reject the null hypothesis of a unit root for all variables, indicating they are
integrated of order zero, I(0).
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TABLE 1: DESCRIPTIVE STATISTICS, LAGGED CORRELATIONS, AND UNIT RooT TESTS

Variable Mean Std. Dev. Corr (y:, xi—1) ADF (t-stat)
gaspriceinflation 0.51 5.13 1.00 -5. 78
spotpricegasinflation 1.04 9.84 0.66 -5.29%**
rac_wtichange 0.89 7.90 0.58 -6.27%%*
brentpriceinflation 0.89 7.90 0.58 -6.27HH*
brentspotpriceinflation 0.98 8.73 0.54 -6.11%%*
WTIspotpriceinflation 0.90 8.18 0.54 -9.09%**
uscpichange 0.23 0.26 0.30 3. TR
proxycrudeinventorieschange 0.09 1.08 0.11 -4.28%**
cfnai -0.10 0.72 0.09 -3.15%*
consumpchange 0.12 3.43 0.09 -4, 1%
rea -1.06 23.80 0.06 -3.28%*
crudeproductionchange 0.10 1.08 -0.03 9.3

Note: *** ** and * denote significance at the 1%, 5%, and 10% levels, respectively.
The ADF test null hypothesis is the presence of a unit root.

Furthermore, Figure 1 reveals a structural shift in volatility around the year 1999. The series
transitions from a stable period to a high-variance phase, with the standard deviation (o) increasing
from 2.92% in the pre-1999 sample to 6.35% in the subsequent period.

To identify the appropriate univariate lag structure, we examine the Autocorrelation (ACF) and
Partial Autocorrelation (PACF) functions in Figure 2. The ACF shows a slow decay with significant
annual spikes, suggesting seasonality and an underlying autoregressive process. While a pure AR(p)
model would imply a PACF that truncates after p lags, the continued persistence in Figure 2b
suggests that a hybrid ARMA(p, q) is more adequate.

We explicitly exclude integrated (ARIMA) models due to the stationarity confirmed by the ADF
test (d = 0). Similarly, pure MA(q) models are disregarded as baseline candidates based on the
diagnostic evidence in Figures 2a and 2b. The ACF exhibits significant persistence with a slow
decay, while the PACF displays prominent spikes at early lags, most notably at lags 1 and 2
before largely cutting off. This combination strongly suggests that the underlying dynamics are
governed by an autoregressive process. A pure MA specification would fail to capture the clear
autoregressive momentum identified in the partial correlations, therefore, we consider both ARMA
and AR processes.

For the multivariate extensions, we identify potential predictors by computing the correlation be-
tween the retail gaspriceinflation and one-period lagged exogenous variables (see Table 1). Brent
crude oil inflation (brentpriceinflation) is identified as the primary candidate for the bivariate
models.

This choice is motivated by the high observed correlation (0.58) and the direct economic transmission
mechanism where crude oil serves as the primary input cost for retail gasoline production. While
other oil-related variables—specifically rac_wtichange—could have served as suitable candidates,
our selection of brentpriceinflation is motivated by its status as a more liquid and widely
traded global benchmark. Given that the contemporaneous correlation between Brent and WTI in
our sample is near-perfect (r = 0.9999), the two series are statistically interchangeable; therefore,
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selecting the globally dominant benchmark is the simple choice.

Finally, we must decide on the optimal model specification among the candidates. We utilize
two complementary approaches: in-sample Information Criteria (AIC and BIC) and out-of-sample
predictive performance measured by the Mean Squared Prediction Error (MSPE). By evaluating
both, we ensure that our chosen model is not only well-fitted to historical data but also robust in
generating the October 2014 forecast.

2.1 MODEL SELECTION STRATEGY
2.1.1 UNIVARIATE SPECIFICATION

To identify the optimal specifications for forecasting, we utilize a two-stage grid search strategy.
For the univariate case, we evaluate AR(p) models for all p € {1,...,20} and ARMA(p, ¢) models
where p,q € {1,...,10}.

The selection of primary candidates is based on two complementary approaches:

1. Information Criteria: We employ the Akaike Information Criterion (AIC) and the Bayesian
Information Criterion (BIC) to assess in-sample fit. While the AIC tends to favor more
complex models to capture additional dynamics, the BIC imposes a stricter penalty on the
number of parameters (kln(n)) to prioritize model parsimony.

2. Predictive Performance: We evaluate out-of-sample forecasting performance by minimizing
the Mean Squared Prediction Error (MSPE).

If both approaches converge on the same specification, it lends additional credibility to the model’s
robustness. Based on these criteria, we select four primary univariate candidates to carry forward
for final evaluation.

2.1.2 BIVARIATE SPECIFICATION

To incorporate the influence of crude oil markets on retail gasoline prices, we extend our framework
to include exogenous predictors via the ARIMAX(p, d, q) framework. The general specification is
given by:

p T q
Alyy=ao+ Y oildy i+ Brzig+et+ Y Oiei (1)
i=1 k=1 j=1

where y; is the retail gasoline price inflation and x;_; represents lagged Brent crude oil inflation.
Based on our empirical diagnostics, we simplify this general form for our initial grid search. First,
since the ADF tests confirmed all variables are stationary (1(0)), we set the order of integration
d = 0. While we primarily prioritize the more parsimonious ARX(p,r) model where ¢ = 0, we
also evaluate ARIMAX(p, 0, q) specifications to determine if a moving average component captures
additional short-term error dynamics.

Models in both the univariate and the bivariate case include a constant «g. This is important, as
the mean of our variable is not exactly 0.



The primary bivariate candidate, the ARX(p, ) model, is defined as:

D r
y=o0+ Y it Y Bitijte (2)
i=1 =1

The distributed-lag structure for the exogenous component (r) is motivated by the “transmission
mechanism”, where global oil price shocks may take several months to filter through the refining
and distribution chain to reach the retail pump. By treating Brent inflation as a strictly exogenous
regressor we assume that the feedback from local retail markets to global oil indices are negligible.

In the same manner as in the univariate case, we will be fitting a grid of models for both ARX and
ARIMAX specifications, evaluating them by the information criteria and then finally using MSPE
to determine on an ultimate model to carry forward.

2.2 EVALUATION FRAMEWORK: MSPE AND DIEBOLD-MARIANO

To evaluate out-of-sample forecasting performance, we reserve the final 36 observations of the sample
(roughly 10% of the data) as a hold-out period. We generate recursive one-step-ahead forecasts and
utilize the Mean Squared Prediction Error (MSPE) as our primary metric for comparison.

Furthermore, to assess whether the differences in MSPE between candidate models are statistically
significant, we employ the Diebold-Mariano (DM) test. The DM test evaluates the null hypothesis
that two competing models have equal predictive accuracy based on a loss function (in our case,
the squared error). This allows us to distinguish between numerical superiority and true statistical
improvement in a high-volatility environment.

3 FORECASTING PERFORMANCE

3.1 UNIVARIATE FORECASTING

The results of the univariate grid search are presented in Table 2. As expected, we observe a
divergence between the two information criteria: the AIC selects the relatively complex AR(15) and
ARMA(8,9), while the BIC favors the more parsimonious AR(2) and ARMA(1, 3).

To evaluate out-of-sample performance, we conduct recursive one-step-ahead forecasting for the final
36 observations. The results are visualized in Figure 3, with detailed MSPE values for all candidate
models provided in Table 4.

The comparison of MSPE values confirms that the parsimonious models outperformed the com-
plex specifications. The ARMA(1,3) emerged as the top-performing univariate model, while the
ARMA(8,9) yielded the highest error.

However, a lower MSPE does not automatically imply a statistically significant improvement. To
determine if the ARMA(1, 3) genuinely provides a better forecast than its competitors, we conduct
a Diebold-Mariano (DM) test. The full test results are provided in (Table 5).

The test results suggest that the differences in predictive accuracy are not statistically significant
at the 5% level. Specifically, the high volatility in gasoline inflation makes it difficult to statistically
distinguish between the candidate models based on their MSPE.



TABLE 2: INFORMATION CRITERIA FOR AR AND ARMA MODEL SPECIFICATIONS

Panel A: Top 5 AR Models by AIC

Metric  AR(15) AR(12) AR(16) AR(13) AR(17)
AlIC 1955.95 1956.16 1956.73 1958.03 1958.63
Panel B: Top 5 AR Models by BIC

Metric  AR(2) AR(5) AR(8) AR(3) AR(6)

BIC 1998.27 2000.73 2003.12 2004.07 2004.93
Panel C: Top 5 ARMA Models by AIC

Metric ARMA(8,9) ARMA(6,10) ARMA(7,9) ARMA(8,10) ARMA(7,10)

AlIC 1949.31 1949.44 1950.76 1950.81 1952.27
Panel D: Top 5 ARMA Models by BIC

Metric ARMA(1,3) ARMA(2,2) ARMA(2,0) ARMA(2,3) ARMA(1,4)

BIC 1994.01 1997.42 1998.27 1998.28 1998.90

Note: Panels A and B rank pure autoregressive models based on AIC and BIC. Panels C and D rank models
from the ARM A(p, q) search space.

TABLE 3: INFORMATION CRITERIA FOR BIVARIATE ARX AND ARIMAX MODEL

SPECIFICATIONS

Panel A: Top 5 ARX Models by AIC

Metric  ARX(9,17) ARX(9,11) ARX(9,14) ARX(10,11) ARX(9,15)
AlIC 1739.54 1739.73 1740.13 1740.17 1740.25
Panel B: Top 5 ARX Models by BIC

Metric  ARX(9,4) ARX(10,4) ARX(9,1) ARX(9,3) ARX(9,5)
BIC 1799.23 1804.59 1804.71 1804.78 1804.88

Panel C: Top 5 ARIMAX Models by AIC
Metric ARIMAX(10,0,7) ARIMAX(10,0,8) ARIMAX(10,0,10) ARIMAX(7,0,4) ARIMAZX(6,6,4)
AlIC 1779.82 1781.71 1782.15 1784.89 1784.98

Panel D: Top 5 ARIMAX Models by BIC
Metric ARIMAX(2,5,1) ARIMAX(2,5,3) ARIMAX(2,5,2) ARIMAX(2,54) ARIMAX(9,0,4)
BIC 1839.02 1841.33 1843.68 1844.52 1846.25

Note: Panels A and B rank ARX(p, r) models. Panels C and D rank ARIMAX(p, q, ) models. All specifications
use brentpriceinflation as the exogenous regressor.

TABLE 4: ROLLING MSPE REsSuLTS COMPARISON

UNIVARIATE RESULTS BIVARIATE RESULTS
Model MSPE Model MSPE
ARMA(1,3) 10.15 ARIMAX(2,5,1) 7.56
AR(2) 11.05 ARX(9,4) 9.54
AR(15) 11.46 ARX(9, 17) 9.63

ARMA(8,9) 12.26

ARIMAX(10,0,7)  9.89
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FIGURE 3: RECURSIVE ONE-STEP-AHEAD FORECASTS (HOLD-OUT PERIOD:
2011M10-2014M09)

Despite the lack of statistical significance in the DM tests, we select the ARM A(1, 3) as our preferred
univariate benchmark. This decision is motivated by three factors. First, the ARM A(1, 3) yielded
the lowest numerical MSPE (10.15), providing the closest point-estimates to the actual series over
the hold-out period. Second, following the principle of parsimony, the model effectively captures
the short-term dependencies of gasoline inflation with only four parameters, avoiding the overfitting
risks inherent in the AIC-selected AR(15). Finally, even though ARM A(1,3) is not statistically
proved better than the second best (AR(2)) model, it is still statistically more likely that this model
is better as it proved statistically better at the 10% level.

3.2 BIVARIATE FORECASTING

Now, we include an additional variable - the Brent crude oil inflation rate - in our models. This
yields AR(p,r) and ARMA(p,q,r) models, where r indicates the number of lags, with which the
covariate comes into the prediction.

As Table 3 reveals, the AIC favours an ARX(9,17), while the BIC favours an ARX(9,4). When
only considering ARIMAX, AIC chooses ARIMAX(10,0,7) and BIC chooses ARIMAX(2,5,1). The
differences in the choices of the AIC, although it essentially chooses an ARX for both selections, is
due to the values of p and r being capped at 10 for the ARX-model and at 20 for the ARIMAX .

In the next step, we compute the rolling MSPE results, analogous to how we did it for the univariate
case. The lowest MSPE is assigned to an ARIMAX(2,5,3). We now conduct a Diebold-Mariano
Test, in which we compare the four models picked by AIC and BIC to our univariate benchmark,

! Although the models are called ARIMAX here, we set the order of integration to 0 for any of these models



the ARMA(1,3)-model. As Table 6 shows, including the Brent crude oil inflation rate in the model
does not significantly enhance forecasting performance compared to the benchmark.
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FIGURE 4: RECURSIVE ONE-STEP-AHEAD FORECASTS (HOLD-OUT PERIOD:
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TABLE 5: DIEBOLD-MARIANO TEST FOR CANDIDATE UNIVARIATE MODELS (BENCHMARK:

ARMA(1,3))
Comparison DM Statistic  p-value
vs. AR(2) -1.71 0.088
vs. AR(15) -1.29 0.197
vs. ARMA(S,9) -0.99 0.321

4 RESULTS

Of all models that we tested, the lowest MSPE is assigned to an ARIMAX(2,5,1). Although it
is not significantly better at forecasting than the ARMA(1,3) according to the Diebold-Mariano
Test (p-value: 0.119), it is still the best-performing in terms of statistics. Therefore, we choose
the ARIMAX(2,5,1) for our forecast. That said, we are also conducting the forecast with the
ARMA(1,3) to discern whether the forecasting results of both models are similar.

Our main forecast, based on the ARIMA(2,5,1), predicts an inflation rate for the US retail price
of gasoline for October 2014 of -2.67 percentage points. In contrast, the ARMA(1,3) forecasts an
inflation rate of 0.77 percentage points. The differences between these two forecasts highlight how
notoriously difficult gasoline price forecasts are and how important specification choices are.



TABLE 6: DIEBOLD-MARIANO TEST FOR CANDIDATE BIVARIATE MODELS (BENCHMARK:

ARMA(1,3))
Comparison DM Statistic  p-value
vs. ARIMAX(2,5,1) 1.56 0.119
vs. ARX(9,4) 0.32 0.749
vs. ARX(9,17) 0.26 0.796
vs. ARIMAX(10,0,7) 0.14 0.893

5 CONCLUSION

Gasoline prices play an important role in many areas of the economy, far beyond simple consumption
choices. That said, the inflation rate of gasoline is highly volatile and notoriously difficult to predict.
Nonetheless, this paper attempted to forecast the inflation rate of the US retail price of gasoline for
October 2014, based on gasoline inflation data from July 1986 to September 2014. Employing that
data, we assessed the forecasting performance of various time series models.

We decided that an ARIMA(2,5,1) including a one-lagged time series on the inflation rate of Brent
crude oil as an additional variable is the best choice for the forecast of the gasoline inflation rate.
Our model predicted an inflation rate of -2.67 percentage points for October 2014.
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A STATEMENT OF GENERATIVE Al USAGE

During the completion of this assignment, ChatGPT and Gemini assisted us with writing Python
code and debugging KTEXissues.
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